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GLIMCLIM RATIONALE

Long time series not available

Inputs for impact studies and impact models (e.g. hydrological
models, crop models): continuous in time, at fine spatial and
temporal scale.

Poor performance of general circulation models (GCMs) in
simulating secondary variables (e.g. precipitation)

Poor performance of GCMs at local and regional scales (below
200km)
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GLIMCLIM

Open source software for research purposes by Dr. Richard E.
Chandler (UCL, London)

Downloadable at the page:
http://www.homepages.ucl.ac.uk/~ucakarc/work/
glimclim.html

It incorporates the theory of generalised linear models (GLMs)
Originally written to model and simulate daily rainfall series
Fits logistic and gamma regression models to time series

Simulates sequences using the fitted models
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STOCHASTIC MODELLING OF RAINFALL

Investigate the relationships among rainfall and other
components of the climate system

Generate synthetic sequences conditional on those factors at
point location or area averages for impact studies

Simulate multiple precipitation sequences consistent with any
given set of atmospheric drivers

Generate future projections for impact assessments downscaling
all available large-scale GCMs outputs
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MODELLING RELATIONSHIPS AMONG
COMPONENTS OF THE CLIMATE SYSTEM

One response variable Y of n values y1, ..., y, and associated vectors

Xi, ..., X, each containing p explanatory variables (covariates)

=] =

Downscaling Training School, VALUE, 6-15 Nov 2012, Santander, Spain

A2 N Ge



MODELLING RELATIONSHIPS AMONG
COMPONENTS OF THE CLIMATE SYSTEM

One response variable Y of n values y1, ..., y, and associated vectors

Xi, ..., X, each containing p explanatory variables (covariates)

yi = Bo + Bixip + ... + BpXip + €i

with i N (0; 02) independently for each i
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MODELLING RELATIONSHIPS AMONG
COMPONENTS OF THE CLIMATE SYSTEM

One response variable Y of n values y1, ..., y, and associated vectors
Xi, ..., X, each containing p explanatory variables (covariates)

yi = Bo + Bixip + ... + BpXip + €i

with ei N (0; 02) independently for each i

The regression line describes how the mean response variable (1)
changes with the explanatory variables.

The observed values of the dependent variable changes around their p.
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MODELLING RELATIONSHIPS AMONG
COMPONENTS OF THE CLIMATE SYSTEM

distribution of y when x=x1

|
}

X2 X X
(Chatfield, 1983)

e Each response comes from its own (normal) probability
distribution;

o The relationship among the dependent and independent
variable(s) is linear.
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MODELLING RELATIONSHIPS AMONG
RAINFALL AND OTHER COMPONENTS OF THE
CLIMATE SYSTEM

009!

oo /\ o Daily rainfall is better approximated with
o \ a v distribution function.
jo= \

003/
002!

......

(Husak et al., 2006)

o The relationship among dependent and
independent variables may not be linear.

G ooy

(Yan et al., 2002) o o
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GENERALIZED LINEAR MODELS

Y; is assumed to be generated from the same family of distribution
with mean p;,

g(wi) = xiB =n;

The GLM is composed of the three elements:

o A choice of distribution with mean p;.

e A linear predictor n = X3, a linear combination of unknown
parameters (3.

e A link function g(.) such that E(Y) = u = g~ 1(n).
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GENERALIZED LINEAR MODELS FOR RAINFALL

Rainfall occurrence and amounts modelled separately.

Logistic regression for Rainfall occurrence (pattern of dry/wet days):

pi ’
I = X
nl—p,- x; 8

where p; is the probability of rain for the i case in the data set conditional
on a covariate vector x; with coefficient vector 3.

Gamma distribution for Rainfall amounts during wet days.

The rainfall amount for /" wet day has, conditional on a covariate vector &;
and coefficient vector 7, a gamma distribution with mean pu;, where:

In(ui) = &~
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CHOICE OF PREDICTORS

account for a significant proportion of the local climate variance
physically meaningful in explaining the variability

their relationship with the predictand should be time-invariant
should not be strongly correlated to each others

represented by GCMs with relative good skills

long and reliable records

able to capture the climate change signal
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COVARIATES CATEGORIES FOR
CLIMATOLOGICAL APPLICATIONS

Seasonal effects — 1-year, half-year seasonal cycle

Geographical effects — Latitude, Longitude, Altitude

Autocorrelation effects — include ‘autoregressive’ terms (i.e.
functions of previous values)

Temporal effects — simple trend functions, climate indices e.g.
NAO, ENSO
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INTERACTIONS

e Some predictors may modulate effect of others — incorporated via
interactions. e.g. EI-Nifio or NAO effect may be regional and
seasonal dependent (alternative to, e.g., tting separate models in
each month of year)

e Simple model: suppose linear predictor is

ni = Bo + Bix1i + Baixai,

with (o = 0 + y1x1i

therefore, replacing in the first equation:
ni = Bo + Bixii + (0 + y1xui)xei = Bo + Pixii + Yoxei + y1xuixei

o Final term represents interaction — easily incorporated into GLM
framework
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MODELLING STRATEGY

o Progressive addition of terms.
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MODELLING STRATEGY

e Progressive addition of terms.

e Estimation of model parameters 8 with maximum likelihood
method.
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MODELLING STRATEGY

e Progressive addition of terms.

e Estimation of model parameters 8 with maximum likelihood
method.

o Selection of models with likelihood ratio test, adjusted for
inter-site dependence.
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MODELLING STRATEGY

BASELINE MODEL — Climatology
regional effects
seasonal effects
autocorrelation effects

| plus time varying climate covariates (external covariates)

FINAL MODEL — Time-varying variability
external climate covariates

=] [ = = D0
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INTER-SITE and INTRA-SITE DEPENDENCE

o Likelihood theory assumes responses are independent given
covariates.

o Autoregressive terms ensure no temporal dependence; however,
no easy solution for spatial data.

o Possible approaches for spatial dependence:
e Model spatial dependence explicitly

e Fit models as though sites are independent and make
retrospective adjustments

Latter approach adopted for computational reasons.
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MODEL DIAGNOSTICS

o Need to check:
o Representation of systematic structure

e Distributional assumptions (normal, Poisson, gamma etc.)

o Checks based on residuals:
e Pearson residuals (for unexplained systematic structure):
(Yi — pi)

i

P =

where Y; is the observed response for the it" case, y; the
modelled mean and o; the modelled standard deviation. If model
is correct, expected value is 0 and variance is 1 — check by
computing mean and variance over subgroups of observations.

e Anscombe residuals (for probability assumption): defined so as to
be approximately normally distributed (for a gamma distribution)
if model is correct (check quantile-quantile plots)
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MODELLING RECOMMENDATION

The model represents associations in the climate systems: those
should be as much as possible physically-based

Data issues: avoid over-detailed interpretation if there are quality
issues

Prefer parsimonious models: careful addition of terms to avoid
overfitting

Inspect Pearson residuals after every stage
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SIMULATION

e Occurrence and amounts models for monthly rainfall can be used
jointly to simulate sequences of rainfall.

e Since the model is stochastic, multiple realisations will provide an
envelope of simulation to represent uncertainty.

It allows to compare summary statistics from observed data with
distribution obtained by simulation (best performance check)

Select and independent period of time for validation purposes...
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GLIMCLIM for DOWNSCALING

For downscaling, need to relate fine-scale rainfall to coarse-scale
GCM outputs

Use coarse-scale atmospheric variables as covariates in GLMs

Choose atmospheric variables that (a) have demonstrable
relationship with fine-scale rainfall (b) are better represented in
GCMs

Fit models using historical data (rainfall and atmospheric
variables) to describe relationships

For future scenarios, simulate from fitted models driven by
GCM-generated atmospheric variables
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in conclusion the use of GLMs/GLIMCLIM...

offers a clear approach;

is flexible environment and do not require the predictand variable
to be normally distributed;

allows multiple climate factors to be considered simultaneously
and to represent the climate system using one model;

discriminates among competing predictors and isolate key drivers;

is relatively computational inexpensive (can run multiple
simulations quickly).
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EXAMPLE of APPLICATIONS

Daily rainfall modelling and simulation in:
o Sekhukhune District in South Africa for agricultural applications

e Northern Uganda and
e Limpopo Basin in Botswana for hydrological applications

e e i

g

N~

e ...and many more (U.K., Peru,...)

Downscaling Training School, VALUE, 6-15 Nov 2012, Santander, Spain



MORE TO COME - RGlimclim

multivariate extension allowing sequential modelling of multiple
variables (e.g. daily local temperature dependent upon daily
pressure)

R-package working on both Windows and Linux operating
systems

built-in command for model comparison allowing selection among
nested models

built-in command for residuals plotting (e.g. averaged over
months, years or sites)
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GLIMCLIM - Software

e Zip archive of the latest version on the Internet
(rain_glm.zip)

EXAMPLES: Contains sample definition files and an fa:imms
artificial data file - @ e
FITTING: Contains 2 sub-folders: LOGISTIC/ + @ tooemc
containing blank definition files necessary to fit a e
logistic regression model for daily rainfall occurrence; + [ WiNExE
GAMMA/ containing files necessary to fit gamma st

distributions to rainfall amounts on wet days
SIMULATION: Contains blank definition files required
for simulation of fitted models

SOURCE: Contains source code (FORTRAN 77)
which can be used to generate executables for fitting
and simulation; some simple Unix scripts to compile
the code on most Unix machines, and move the
resulting executable to the appropriate place.
WINEXE: Pre-compiled executables for use with a
Windows system (to be run from an MS-DOS prompt)
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USE OF THE PACKAGE

fit logi, fit_gamm and simrain are the 3 executables used to:
fit logistic and gamma regression models and simulate a joint
occurrence/amounts model

Run them from within a command window changing to the directory
containing the executables

The possible covariates are divided into categories, for which a
number of parametrisation choices are offered by the package

Each programme needs a number of input files or it will terminate with
an error message: suffixed .def are definition files, .dat data files
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INPUT FILES

PROGRAMME PURPOSE REQUIRED INPUT FILES
fit logi Fit logistic regression siteinfo.def
model for zero/non-zero gaugvals.dat
values logistic.def
fit_gamm Fit gamma distributions to  siteinfo.def
positive amounts gaugvals.dat
gammamdl .def
simrain Simulate daily values using regions.def
combined occurrence and siteinfo.def
amounts models gaugvals.dat

logistic.def
gammamdl .def

EXTERNAL COVARIATES: dy preds.dat, mn preds.dat and
yr_preds.dat

INTER-SITE CORRELATIONS: cor_logi.dat and cor_gamm.dat
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SETTING UP GLIMCLIM and DEFINITION FILES

o Install GLIMCLIM:

e Linux: open fit_logi.f and fit_gamm.f and change BYTELN
value to 8; type chmod 755 *; run fit_logi_compile,
fit_gamm compile and simrain_compile

e Windows: move the executables found in WINEXE folder to the
appropriate folders. The programme should be run from a
command line (type cmd from start menu)

o Inspect example files: gaugvals.dat, siteinfo.def,
logistic.def

e dy preds.dat, mn_preds.dat and yr_preds.dat for ‘external’
covariates
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Component Code 1 Code 2 Codde 3

1} {eonstant) Mo codes used
] ) ] I present, bbel of
1 (s effeces | Vomber of attribute, eeording 19 | 3oy fnear transforma- Not used
arder of definition in fle siteinfodef | o L g
Up to 5k Lobel of trend funetion Optional selostion of
2 E’fcum- (x — 50tk vusiable | e vl ol exter |
(yenr effests) | e in Gle yr_preds.dat (x being | 2L coriate (if Code 1
the code entered). :
1: cos(Zx « manth/12)
2 sin(2x x month/12) Eg touse covriste
3: pos(Ix % month walue 2 years/months
3 (month eft | 4: sin(?r x month /8) ngo, sot thi  feld Mot used
focts) 11-22: Individual month indien- | to 2. To we next :
tors (11 = Jan, 12 = Feb ete) yeur's/meaths  value
51 upwards: (r — 50jth wmrinkle | set to-1.
defined in fle mn preds. dat.
4 (dny effects) See Tuble 3, page 17
5 (Zwny G- |y e of interscting mun effects (first site elffect i 1) Noe used

terneticns)

6 (Swy in-

Indices of interncting main effects (frst site effect 3= 1)

lndex of comcinte for which | Puramcter being do. | O [Tt perume
i transformation i being defined. | fined (1, 2 o 3 — see | 12 SEHR
Eranslonns | g note 3, page 17. Tubles 4 and 6) - Had AL et
tioma) mnte of parmetes
1: Thresbold for defining ‘small’ | Method  for  dealing
] (ghabnd - . . .
S ry positive wlhies. See note 4, page | with such mlses (See Noe used
E & 17. Table 7)
5 (diperson N codes required. NB logetis models have 1o dispersion
parnmeter) prrnmeter. This field is fgmored by mode] fitting progouns.
10 (spatin | Label of spatial depead Number of p \. 1
strusture] structure used (see Table 8) {see Thble &) e e
Table 2: Codes for specification of models in files logistic.def and gammamdLdef. To be used

junction with Tables 3-8,
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Code 1 Codde 2 Code 3

If present and equal to
k, nd Code 1 < 10,
cnses with missing val-

1-10: value = duys ngo
21: cos(2x x day of year/386) (sce | Optional. 1 present

note 1, pge 15) nad Code 1 10, se- e o
23: sin(Zr x day of year /358) lects o tramsformation | B 0% S e b
23: con(2r  duy of year/183) of previous days’ values | 27 the previaus

24 sin(2Zr x day of year (153) (s Tubles 5 and ), | e are disearded by

the fitting progroms.
If two records comtnin

31-42: Smooth month sdjust- | I Code 1 > 50, selects
ments (31 = Jan, 32 = Feb ete). | lngged cowmrinte vaboes | 5

See note 2 on [Jnaln 1 ns in rows 2 and 3 of d]:Ea—n_m. "‘Jm bere,
51 upwards: [z — 50)th warishle | Table 7. pae e -
defined in file dy_preck.dat.

The maximun allow-

nble value is 100

Table 3: Codes for specifying ‘daily’ efects in files logisticdef and gammamdl.def. This is
row 4 of Table 2. Seo Tables 5 and 6 for further details on transformations and averaging.
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Component | Label Function Parameter 1 | Parameter 2

Bz Cox power transform:

,_[ = A=0 X Not ussd

1 It n
| 25! otherwise

7| Exponcotial tromforme: f(z) = o a Not used

Asctan transform:

1 (site efiows) | 3 I p—

Feuricr serics reprosentation of offost
over the range (o, 11 and 12 are
sive nnd cosine terms at the first
Fourier frequency, 13 and 14 st see-
cad ete. dd numbers cormesparsd to
aime terma (i odd port of functica).
aund b oan be specified onze only for
ench site attribute. All sites must be
within the range [a.b. Both a aud b
st vy be treted s known.

11-30

Tegenidee polynamial roprentation
of effect over the mnge (a,b). 31 &
lincar, 92 & quadratic cic. a axd b
3140 | ean be spocified omee omly for each a b
site attribute. All sites musst bie
within the rasge (a5, Both a nnd

b amst alwys be treated as knows

) = [t— 1950)/10 {1 &

Livear- |

'y No parnneters required.

Piccawise linear:

b fiza
otherwise

2 (year clfects) | 2 a Not used

s’ values)
Table

Table 4: Labels for nonlinear transformations of covariates (excluding previous
in files logistic def and gammamdl.def. This table should be used in conjunction with
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Label Transiormation

3 |1V >0) (e indicator taking the value 13¥,"] was nonzero, 0 othersise).

4 (< ¥/ < r), where s & n ftrace’ threshokl (defined in row § of Table 2).

e

Persistense’ indismtor: 13 Y57, Y] were ol = 0, 0 otherwise.

Tennsformatioes s above, but sveraged over all sites with awilable datn. Cowari-

W1g | meeis SR f (1"1';}, where § is the number of contributing sites asd f(.) is

the transformation. Code 10 is n avernge of untransformed wlue: 512 V7L

Tennsformations s sbove, but veraged over all sites with avnilable dnta using
weights that decrense evponentinlly with distanes from the corrent site x. Cowari-
W | ntein,w,,f (1"'3’1}, where the weights [, ,] sum to 1 and are proportional

to exp[—ad, 5] The wlue of @ must be specified in the 'nonlinear parameters’
seetion of the definition file — see Table 6.

Weighted avernges of tr 1 wlues; weights proportional to

ex[l{ a [ e — e )+ [ — k-.|.]1|""}.

30-35
See note 5, poge 20 for an interpretation of this scheme The values of g, ug and
o st be specified in the ‘nonlnesr prrsmeters’ seetion of the defniticn file
=ee Table .
1115, | Ay 11-15, 21-25 and 31-35 but with the arder of transformation nod wveraging
":‘; 15 | reverued, Cavnrintes are f (o, w7} ) i trnnsformations of mvenges mther
150135 thn avernges of transformations.

Table 5: Labels for specifying nonlinear transformations of previous days” values, in files
logistic.def and gammamdLdef. ¥, denotes the value at site 5 on day £ u, and v, are the
geopraphical co-ordinates of site  (in terms of the first two site attribines defined in Ale
siteinfo.def); and dy, . is the distance between sites 2 and sy, again caleulated from these
two site attributes. The expressions in the table relate to prediction of the value at site & on
day &; & is the lag (in days), defined as described in Table 3.
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Weighting Parameters

scheme T [ 7 [ ®
1: Equal weights nt all sites No parmetess required
2 Distance based exponential dosay: wea o exp [—ad, . a Nat required

3: Distance based exponential dosay with shift in origin:

oty — k) + (1 — 1 — kg

e |

This table should be used in conjunction with 7
with site r when predicting for site 2. All other no

o 15 the weirht asso
ation is the same as for Table 5.

Walue of Code 2

(Table 2, row B) Treatment of ‘small’ values

Trent valises ns ‘trace amounts’. This option is designed with rainfall
in mind. Any ‘small' value will be regarded ns non-zero (and Benes
1 will cosnt as o wee” duy in s logatic regression model for rainfall, far
exnanple), but will be treated ns u left-censored observation in any
el for non-sera nmounts.

iSoft’ thresholding. If the originnd wrishle of interest is ¥ and the
2 threshald &+ then modeks are Btted to ¥*, where ¥* = 0¥ < 7,
¥ — 7 otherwise.

Hard” thresbolding. If the criginnd wrinkle of interest & ¥ and the
3 threshold & r then madels are fitted to ¥, where Y* =0 ¥ < =,
¥ otherwise.

all” preitive vilues. The threshold below which a value
is regarded as is defimed as a “global’ quantity in the main moded definition fle
row 8 of Table 2).
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Table 8 Lukiels for specifying spatial structures in fles logistic def nnd gammamdl def
1, the correlations in structures | th
nbles. Fr the amonnts modd

Inticns nee between Anseombe residu

carrelation-based structures, dy denotes the Eocldean distance between sites i and j in terms of
the first two -ellannrﬂmlusz\.g‘ﬁncd in file siteinfo. def. This table should be nsed in conjunetion with
Table 2.
ey Model Parameter
description [ | £l [+
0 (defult) Teelependenoe R ——
R e S Y [T ——)
ench pais of sites from file cor,Jogi.dat ar coragamm.dat)
Constant earrelation between ench
z Not wsed
pair of sitess pii, j) = p o
Exponentinl correlation function:
3 Not wsed
o) = exp [~y © -
Carreluticn fanstion &t
4 a Not med
JEpp——y :
r Powered espoaential correlation )
5 | Fumesion: pii, ) = exp -4 o= Nt vmecd
N Carrelution funetion p(3,7) = a +
(1-a)exp Ad;“ L o
Tond Tadependenee ghven
vm(hz state X, which is 0 for o
'drv day nnd 1 for o fwet’ doy.
B =1-PX =0) =a,
m mean of the site probabilities
o A by the pesurrenes model,
When X = r, (hlhgnd‘b« for o
memern vl e
E: om0y lna Not wsed
h\ﬁ) +zlna-laba,p) ,
where p, is the probubility of rain
at site § aceordiog to o logist
regresion model, and Bo,py) i
choren to make the uneonditional
probability as the site equal to .
This structure is wlid for the ko
giatic modsl oaly.
Tt Noaet Parameter
description T T £l
Parameters 2 apd 3 are optional,
nnd eomral peogram behaviour
for duys when the specified Betn
Dependence indused by specifying Binomial distribution i mecmpa-
o Beta Binomial distribution for ible with the probabilities of rain
the mumber of wet sites on amy
iy The ase of sl il
k-] tiom, @, is fixed ut the men of the ecomes By
individual site probabilities, and wU 1). The defuult value of A &
the shape porameter ¢ is cxtimatec 0.01: to change this, coter it o= pu-
from data. This strueture is valic rumeter 2 far this modsl.

w the oecurrence model only. By defauk, an error message will
be printed to sereen whenever such
shrinking sceurs. To suppress this,
sct parameter 3 cqual to sera
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