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ABSTRACT: Although regional climate models (RCMs) are powerful tools for describing regional and even smaller scale
climate conditions, they still feature severe systematic errors. In order to provide optimized climate scenarios for climate
change impact research, this study merges linear and nonlinear empirical-statistical downscaling techniques with bias
correction methods and investigates their ability for reducing RCM error characteristics. An ensemble of seven empirical-
statistical downscaling and error correction methods (DECMs) is applied to post-process daily precipitation sums of a
high-resolution regional climate hindcast simulation over the Alpine region, their error characteristics are analysed and
compared to the raw RCM results.

Drastic reductions in error characteristics due to application of DECMs are demonstrated. Direct point-wise methods
like quantile mapping and local intensity scaling as well as indirect spatial methods as nonlinear analogue methods
yield systematic improvements in median, variance, frequency, intensity and extremes of daily precipitation. Multiple
linear regression methods, even if optimized by predictor selection, transformation and randomization, exhibit significant
shortcomings for modelling daily precipitation due to their linear framework. Comparing the well-performing methods
to each other, quantile mapping shows the best performance, particularly at high quantiles, which is advantageous for
applications related to extreme precipitation events. The improvements are obtained regardless of season and region, which
indicates the potential transferability of these methods to other regions. Copyright  2010 Royal Meteorological Society
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1. Introduction

General circulation models (GCMs) are established tools
for estimating the large-scale evolution of the Earth’s
climate, but due to their relative coarse horizontal
resolution, they are not suited to properly represent
regional-scale climate characteristics. Therefore, dynam-
ical downscaling techniques are often applied to derive
regional-scale information from GCMs. Limited area
regional climate models (RCMs) are forced by lateral
boundary conditions of GCMs or reanalysis products and
simulate the regional climate over a certain area on a finer
grid (typical horizontal resolution 10–50 km; Giorgi and
Mearns, 1991, 1999; Wang et al., 2004). RCMs have con-
siderably advanced in reproducing regional climate, but
are nevertheless known to feature systematic errors (e.g.
Frei et al., 2003; Hagemann et al., 2004; Suklitsch et al.,
2008, 2010). Particularly, small-scale patterns of daily
precipitation are highly dependent on model resolution
and parameterization and can often not be used directly in
climate change impact assessment studies (Fowler et al.,
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and Meteorology, University of Graz, Leechgasse 25, Graz 8010,
Austria. E-mail: matthias.themessl@uni-graz.at

2007). Statistical post-processing of RCMs, according
to the concept of model output statistics (MOS; Wilks,
1995), may help to overcome these problems, leading
to qualitatively enhanced climate information. Such sta-
tistical post-processing of RCMs is mostly neglected in
climatological studies as traditional empirical-statistical
downscaling methods (ESDMs) are preferably applied
according to the concept of perfect prognosis (perfect
prog; Wilks, 1995). Perfect prog downscaling deter-
mines a statistical model (transfer function) between
suitable large-scale observation/reanalysis data and local
observations (e.g. Wilby and Wigley, 1997; Murphy,
1999; Schmidli et al., 2006), which is applied directly
to GCMs for generating regionalized climate scenarios
(e.g. Schmidli et al., 2007) but without the intention of
model error correction (compare Figure 1). RCMs are
often favoured to traditional empirical-statistical down-
scaling because they are capable to simulate regional-
scale climate feedback effects and were already shown
to create added value compared to GCMs on the meso-
and regional scale for surface variables (e.g. Wang et al.,
2004; Feser, 2006).

Recently, the availability of regional RCM-based
climate scenarios for Europe tremendously increased

Copyright  2010 Royal Meteorological Society
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Figure 1. Scheme of different downscaling approaches. Darker grey
colour indicates the applied approach for this study. Traditional empir-
ical-statistical downscaling (right pathway) calibrates the statistical
transfer function between large-scale observation/reanalysis data and
local-scale observations. These empirical-statistical relationships can
be used for downscaling of any GCM. DECMs (left pathway) are
calibrated on RCM (or GCM) data and local observations, account
for downscaling as well as model errors, but can only be applied to the

model they are calibrated for.

due to projects like ENSEMBLES (http://ensembles-
eu.metoffice.com/) or PRUDENCE (http://prudence.dmi.
dk/). However, due to the error characteristics of RCMs
and when climate information at the point scale is needed,
statistical transfer functions are inevitable to provide suit-
able climate scenario data for climate change impact
research.

Aiming at a reduction of RCM error characteristics
as well as of resolution at the same time, this study
follows the principles of MOS and compares direct
ESDMs that solely rely on modelled precipitation (e.g.
Wood et al., 2004; Graham et al., 2007; Dobler and
Ahrens, 2008) to indirect ESDMs that derive fine-
scale information by relating various model outputs
(predictors–frequently upper air atmospheric data and
not necessarily model precipitation) to observed surface
variables (predictands–such as precipitation; e.g. Wilby
and Wigley, 1997; Benestad et al., 2009). All methods are
applied to RCM results instead of their usual application
to GCMs (compare Figure 1). In order to distinguish this
application from perfect prog downscaling (which does
not regard model errors), these methods are referred to
as ‘empirical-statistical downscaling and error correction
methods’ (DECMs) henceforth. Their skill is assessed by
analysing their success in modelling daily precipitation
on the station scale in the orographical complex Alpine
region in Austria.

The study is organized as follows: Section 1 introduces
the applied RCM and observational data as well as
the study region. Section 2 describes the implemented
DECMs, which are evaluated in Section 3. Finally,
Section 4 summarizes the key findings of the study.

2. Data and study region

For this study the mesoscale limited area model MM5
(Dudhia et al., 2005) from the Penn State University
(PSU) and the National Center of Atmospheric Research
(NCAR) is used to provide the predictor data. MM5
is a non-hydrostatic, terrain-following sigma-coordinate
model designed to simulate mesoscale atmospheric circu-
lation. The simulations used in this study originate from
the Austrian project ‘reclip : more–Research for Climate
Protection: Model Run Evaluation’ (Loibl et al., 2007),
in which parts of the ERA-40 reanalysis (Uppala et al.,
2005) were dynamically downscaled (hindcast simula-
tion) in a two-step nesting approach (Gobiet et al., 2006).
The data cover the domain shown in Figure 2(a) with a
horizontal grid spacing of 10 km. Temporally, the data
are given in 6-h time steps for the time span from 1981
to 1990 and the single year 1999. The year 1999 is
treated as any other year in the 11-year period. For all
parameters, except precipitation, daily mean values are
calculated from 00 : 00 UTC to 23 : 59 UTC. For com-
parison to the observational data, daily precipitation is
summed up between 06 : 00 UTC and 05 : 59 UTC the
following day. All parameters used in the analyses are
listed in Table I.

The observed daily precipitation sums, provided by
the Austrian Meteorological Service (ZAMG) and the
Austrian Hydrological Service (HZB), are used as pre-
dictand for empirical-statistical error correction at 919
observation sites, which are evenly distributed across the
entire area of Austria (Figure 2(b)). The data are qual-
ity checked, but not homogenized. The 919 observational
stations fulfill the conditions of at least 80% of data avail-
ability and insignificantly changed data distributions after
station replacements. The latter condition was tested by
a nonparametric Wilcoxon rank-sum test (Wilks, 1995).

Although Austria is a rather small country, it fea-
tures several climate provinces. These provinces originate
from three main airflow directions (Atlantic, Mediter-
ranean and continental Eastern Europe) and their inter-
action with the Eastern Alps which cover large parts of
the country, and vertically range from basins and low-
altitude regions of a few hundred metres in the eastern
foothills of the Alps to the mountainous western parts
of the Eastern Alps up to nearly 4000 m. The central,
northern, as well as the southern parts of the Eastern
Alps block the Atlantic and Mediterranean moist air-
flows, force them to raise and rain out, resulting in annual
precipitation maxima in the northerly and southerly ups-
lope regions of the Alpine crest. Due to strong advection
of wet Adriatic air masses in summer months, south-
ern and south-eastern parts of Austria frequently feature
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Figure 2. (a) Spatial domain of the RCM data. Additionally, climatological precipitation conditions for the Alpine region including Austria from
1981 to 1990 according to HISTALP observations. The bold, white line indicates the 800-m isoline for better orientation. (b) Location of the
919 observational stations within Austria and the clustered eight homogeneous precipitation regions. This figure is available in colour online at

www.interscience.wiley.com/ijoc

severe thunderstorms as well as hail. Decreasing precipi-
tation amounts towards the flatter eastern parts result from
the predominating continental air masses there. Addition-
ally, the inner alpine valleys feature reduced precipita-
tion amounts due to the rain shadowing of the mountain
ranges (compare Figure 2(a); Cebon et al., 1998; Mat-
ulla et al., 2003). The observed climatology given in
Figure 2(a) covers the period 1981–1990 according to
the focus period of this study, but the spatial patterns as
well as the magnitudes are comparable to the climatic
conditions between 1971 and 1990 shown in Frei and
Schär (1998). Accounting for the regional climatologi-
cal differences, the observational stations are clustered
into eight sub-regions (Figure 2(b)), based on correlated
daily precipitation. The clustering method is described in
Suklitsch et al. (2008). The clusters represent spatially
homogeneous regions, with only two displaced stations
(both in sub-region 6). Despite their displacement, these
two stations are allocated to their original cluster.

3. Methods

Seven statistical approaches are applied in this study.
They are applied for each observational station sep-
arately. The approaches are selected to span indirect
DECMs (Section 3.1) as well as direct DECMs (Sec-
tion 3.2). The former comprise linear and nonlinear
techniques. Furthermore, the selected methods cover
point-wise approaches as well as spatial approaches that
use distributed predictors. Point-wise approaches relate
3 × 3 adjacent RCM grid cells to each station. Spatial
approaches are based on meteorological fields and use
principle components (PCs) from the entire RCM domain
shown in Figure 2(a) to build transfer functions to the sta-
tion scale. The PCs originate from principle component
analysis (PCA), which is also referred to as empirical
orthogonal function (EOF) analysis in geophysics (e.g.
von Storch and Zwiers, 1999; Zorita and von Storch,
1999).
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Table I. The MM5 predictor variables used in this study.

Variable Abbreviation Level

Geopotential height zg [700; 500] hPa
Mixing ratio q [850; 700] hPa
Eastward wind u [850; 700] hPa
Northward wind v [850; 700] hPa
Upward air velocity w [700] hPa
Vapour pressure e [850; 700] hPa
Saturation vapour pressure es [850; 700] hPa
Total surface precipitation pre Surface (sfc)
Convective rain accrcon sfc
Advective rain accrnon sfc
Precipitable water pwat sfc
Atmosphere cloud
condensed water content

iclc sfc

Surface air pressure psfc sfc
Temperature t2 2 m
Mixing ratio q2 2 m
Vapour pressure e2 2 m
Saturation vapour pressure es2 2 m
Relative humidity f2 2 m
Eastward wind u10 10 m
Northward wind v10 10 m
Sea level pressure pslv Sea level (slv)

3.1. Indirect DECMs

3.1.1. Multiple linear regression (MLR)

In addition to its application in MOS, MLR is frequently
found in statistical downscaling of GCM data (e.g.
Kilsby et al., 1998; Huth, 1999; Murphy, 1999; Schoof
and Pryor, 2001; Hay and Clark, 2003) as well as in
climate change impact analyses (e.g. Alexandrov and
Hoogenboom, 2000). In general, linear regression models
establish a linear transfer function between one or more
predictors and the predictand such that

Y MLR = α +
l∑

p=1

βpXp + ε (1)

with α being the intercept, β the regression coefficients,
ε the error term, Xp the p predictor variables and Y MLR

the estimated predictand.
For this study, an MLR based on ordinary least squares

(OLS) is applied on daily basis, for each season sep-
arately and point-wise since preliminary tests favoured
point-wise to spatial application. In these tests, point-wise
and spatial MLR (EOF-based) yielded similar results for
seasonal means. However, the variability of daily errors
was mostly smaller and the shapes of the modelled dis-
tributions were closer to the observed distributions in
point-wise MLR than in EOF-based MLR. Furthermore,
several data transformations were analysed in preliminary
tests to account for daily precipitation’s non-normal dis-
tribution and nonlinear predictors-predictand relationship
(Wilks, 1995; Kidson and Thompson, 1998). Results are
shown only for best performing cube root transformation
of the predictand (denoted as MLRT; Helsel and Hirsch,
2002).

Predictors are chosen by a semi-objective procedure
for each station. Physical meaningful variables are pre-
selected empirically before a two-step objective predictor
selection method is performed: Firstly, a stepwise regres-
sion, based on the Akaike Information Criteria (Wilks,
1995), is used to reduce the number of potential predic-
tors; secondly, an all-subset regression (von Storch and
Zwiers, 1999) selects the most influencing combinations
of predictors, limited to a maximum number of four pre-
dictors per combination, according to the adjusted coef-
ficient of determination (R2; Helsel and Hirsch, 2002).

3.1.2. Multiple linear regression with randomization
(MLRR)

Climate impact studies often need precipitation time
series with realistic day-to-day variability. Since MLR
models reduce variability because the regression line is
fitted to pass through the centroid of the data (Helsel and
Hirsch, 2002) and only a part of local climate variability
is related to larger-scale variability in predictors (Fowler
et al., 2007), von Storch (1999) proposed randomization
of time series to recover their original variability. MLRR
extends the MLR estimation Y

MLRR,val
t,i in a given val-

idation period (val) at station i and day t by adding
noise R

MLR,cal
i which represents the unexplained part of

the regression model (compare Equation (1); Dehn and
Buma, 1999) according to

Y
MLRR,val
t,i = Y

MLR,val
t,i + R

MLR,cal
i (2)

RMLR,cal is obtained from classified MLR residuals of
the calibration period (cal) and grouped in four classes
corresponding to the respective quantity of Y MLR,cal

between zero precipitation, the model (mod) wet-day
threshold WT mod, the 50th percentile of the time series,
and the maximum estimated precipitation. WT mod is
defined after Schmidli et al. (2006) that the number of
days greater or equal WT mod in the calibration period
equals the respective observed (obs) number of days
greater or equal WT obs in the calibration period. WT obs

is defined as 1 mm/day.

3.1.3. The analogue method (AM)

Resampling approaches can be classified as stochastic
precipitation models (von Storch and Navarra, 1999).
Their primary application area is hydrology where they
are used to generate a large number of synthetic observa-
tions as input to hydrological models in order to assess
their uncertainties (Mehrotra and Sharma, 2006). The AM
represents a special case of resampling. In the context
of AM, the resampling is conditioned on atmospheric
states (predictors; e.g. Zorita and von Storch, 1999),
which enables its application for downscaling purposes.
Conceptually, AM compares the atmospheric state on
the day under consideration (t) to an archive of his-
toric atmospheric states and determines the most similar
historic atmospheric state – the analogue – according to
some measure of similarity. The local weather on this

Copyright  2010 Royal Meteorological Society Int. J. Climatol. (2010)
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analogue date u is then resampled as an estimate of the
predictand on day t (Cubasch et al., 1996). Thus, for
an adequate description of the local climate, particularly
regarding extreme conditions, sufficiently long historic
archives are necessary. The resampling limits AM to his-
torical extremes, which can be considered as the method’s
main drawback. Further problems with consistency in
the order of consecutive days may occur if atmospheric
regimes are not well defined by the spatial predictors.
In return, AM does not assume any particular proba-
bility distribution in the modelling process and enables
to capture nonlinear predictors-predictand relationships
(Fernández and Sáenz, 2003; Benestad et al., 2009).

The crucial point of AM is the definition of similarity
of atmospheric states (e.g. Wetterhall et al., 2005; Matulla
et al., 2008). A method based on PCs (e.g. Zorita and
von Storch, 1999) is implemented in this study. PCs are
derived from fields of all RCM variables given in Table I.
Analogues are found for each season by minimizing a
weighted Euclidean distance:

n∑
k=1

{
d k

i

[
R

cal,k
t,i − F val,k

t,i

]2
}

→ min (3)

F represents the so-called feature vector at validation
day t which takes into account k predictors. R corre-
sponds to the respective historical archive in the same
PC phase space as the predictors. The weighting vector d
(Fernández and Sáenz, 2003; Imbert and Benestad, 2005)
consists of normalized eigenvalues and reflects the impor-
tance of each considered predictor. If the same Euclidean
distance is found several times in the historical sample,
the temporally first condition is considered. Additionally,
an unweighted distance was tested with slightly worse
results (not shown).

Contrary to the standard AM application with multisite
prediction, this study uses a site-specific AM. Such a
site-specific approach weakens the merit of maintaining
the spatial covariance structure of the predictand, but
enables the selection of the most important predictors
for each station separately. The first three PCs of each
RCM variable are proposed as independent predictors
to the automated predictor selection scheme (see MLR
description). The PCs are standardized to unit variance.
Limitations in AM’s nonlinearity due to linearly selected
predictors are accepted. The predictor selection results in
the seasonally prevailing predictor combination of four
predictors (k = 4).

3.1.4. The nearest neighbour analogue method (NNAM)

Extending the search for the analogue towards a proba-
bilistic approach, the NNAM (e.g. Brandsma and Buis-
hand, 1998; Mehrotra and Sharma, 2006; Moron et al.,
2008) randomly chooses the analogue situation from
the nn most similar historical conditions. Consequently,
increased modelled variability can be expected with the
drawback that equal predictor conditions on time t and
t + 1 may result in different local predictands. The same

predictors as applied to AM are considered. Equal to AM,
a weighted Euclidean distance in PC phase space provides
the measure of similarity. Instead of picking the most
similar historic condition to prediction time t (nn = 1),
the nn days with smallest Euclidean distances (nearest
neighbours) are retained. The analogue is selected using
a discrete probability distribution that weights the nn days
according to

pj = 1/j
nn∑
i=1

(1/i)

, j = 1, . . . , nn (4)

with pj being the probability of the j closest neighbour
(Lall and Sharma, 1996). By this means, higher weights
are given to closer neighbours. Several tests with nn = 5,
nn = 10 and nn = √

n, with n being the calibration sam-
ple size, were performed (compare Beersma and Buis-
hand, 2003). In this study nn = 5 is used. Unweighted
random selection of the analogue was tested as well, but
is outperformed by the presented approach (not shown).

3.2. Direct DECMs

3.2.1. Local intensity scaling (LOCI)

LOCI is a direct DECM and represents one traditional
bias correction method (also compare Graham et al.,
2007; Leander and Buishand, 2007), which is based
on the work of Widmann et al. (2003), suggested by
Schmidli et al. (2006) and successfully applied by, e.g.,
Salathé (2003), Dobler and Ahrens (2008) or Moron
et al. (2008). The basic idea of direct DECMs is that
climate model precipitation integrates all relevant predic-
tors. Deviations between climate model precipitation and
regional- or local-scale precipitation observations are in
first order due to systematic climate model errors and
an incomplete or inaccurate representation of the orogra-
phy (Schmidli et al., 2006). Thus, instead of using var-
ious predictors to create local weather, LOCI applies a
spatially varying scaling to climate model precipitation
accounting for its long-term bias at the location of the
observation.

Following the approach of Schmidli et al. (2006),
a separate correction of wet-day frequency and wet-
day intensity is applied point-wise and for each day
of the year separately. With the definitions of WT mod

and WT obs (see MLRR description), climate model
precipitation Xval

t is corrected by Equation (5) using
scaling factor S from Equation (6). X

wet,cal
t and Y

wet,cal
t

represent climatological means on wet days (i.e. days
with precipitation greater or equal to WT ) of the modelled
and the respective observed precipitation data over the
calibration period at day t . Only pair-wise recorded
modelled and observed data are used for calibration:

Y val
t,i = max(St,i (X

val
t,i − WT

mod,cal
t,i ) + WT

obs,cal
t,i , 0) (5)

Copyright  2010 Royal Meteorological Society Int. J. Climatol. (2010)
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St,i = Y
wet,cal
t,i − WT

obs,cal
t,i

X
wet,cal
t,i − WT

mod,cal
t,i

(6)

Contrary to previous applications, this study uses a
moving window approach centred over focus day t to
calculate X

wet,cal
t and Y

wet,cal
t . By this means, inhomo-

geneities at the end of fixed calibration periods (e.g.
months, seasons) are avoided, and the dependence of
model errors on the time of the year is included. Moving
time windows between 15 and 61 days were investigated.
A window size of 61 days is chosen to enable an annual-
cycle sensitive correction as well as a sufficient large
sample size. Further, setting WT obs to 0.3 mm/day and
0.5 mm/day instead of the 1 mm/day standard value was
investigated, but resulted in no significant differences (not
shown).

3.2.2. Quantile mapping (QM)

Extending the correction from means (LOCI) to the
entire distribution, QM corrects for errors in the shape
of the distribution and is therefore capable to correct
errors in variability as well. This quantile-based approach
originates from the empirical transformation of Panofsky
and Brier (1968) and was successfully implemented in
hydrological applications (Dettinger et al., 2004; Wood
et al., 2004; Boé et al., 2007) but recently also for error
correction of RCMs (Dobler and Ahrens, 2008; Piani
et al., 2009).

For this study, QM is based on point-wise and daily
constructed empirical cumulative distribution functions
(ecdfs; Wilks, 1995) of modelled and observed datasets
in the calibration period. This is in contrast to other bias
correction studies where theoretical cdfs are estimated
only from wet days (e.g. Ines and Hansen, 2006; Dobler
and Ahrens, 2008; Piani et al., 2009). Using ecdfs, QM
is generally applicable to all possible meteorological
parameters, whereas applications based on cdfs may
become problematic for parameters that do not fit to
theoretical functions such as global radiation, where
the ecdf ’s shape is changing with the season (compare
Camuffo, 1978). Equal to LOCI, a 61-day moving
window, centred over the focus day, is used for ecdf
construction. The correction function transfers raw RCM
output Xval to the corrected estimate Y val such that

Y val
t,i = ecdf

obs,cal−1

t,i (ecdf
mod,cal
t,i (Xval

t,i )) (7)

with ecdf −1 indicating the inverse ecdf, and thus a
data quantile. As this purely empirical QM only maps
modelled values to observed values, no new extremes
(outside the observed range) can be obtained. This
is a suitable approach for our study, since we apply
the correction to a historical hindcast simulation. For
applications to future climate simulations, however, some
kind of extrapolation beyond the range of observations
has to be added to allow for ‘new extremes’ (e.g. Boé
et al., 2007).

4. Results and discussion

4.1. Validation framework

Statistical approaches implicitly assume stationarity in
their transfer functions in the case of indirect DECMs or
in model error characteristics in the case of direct DECMs
(Wilby, 1997; Benestad et al., 2009). If this assump-
tion is violated, statistical models cannot account for
changes described by predictor forcings. As this assump-
tion cannot be approved in advance, a temporal cross-
validation framework is applied which repeatedly divides
the data period into a calibration (10 years) and inde-
pendent validation period (1 year). By this means, each
year is estimated and evaluated independently with the
remaining 10 years used for model calibration (some-
times denoted as ‘leave one out’ cross-validation; see
Figure 3). For evaluation purpose, model skill scores as
well as model error characteristics are used. The mod-
els’ performances are analysed via mean skill scores and
mean model error characteristics, averaged over all vali-
dation periods, as well as using the entire, not averaged,
11-year validation time series. Mean skill scores and
model error characteristics are presented in Figures 5–9.
The models’ performances represent the station scale as
each statistical model is calibrated and evaluated sepa-
rately station by station. For graphical representation, the
station-wise evaluation results are spatially averaged in
sub-region 6, sub-region 8 (compare Figure 2(b)), and for
entire Austria. The two sub-regions are selected because
of their different climate characteristics. Sub-region 6 is
mainly dominated by westerly flows from the Atlantic
with high precipitation amounts, whereas sub-region 8
features more continental dry characteristics with addi-
tional influence from the Mediterranean Sea.

The results are divided in three parts. The first
describes the general characteristics of the uncorrected
RCM within all regions. The second focusses on the char-
acteristics of each DECM and the third part analyses the
effectiveness of DECMs compared to uncorrected RCM
results.

4.2. RCM evaluation

Gobiet et al. (2006) already compared the MM5 pre-
cipitation data from 1981 to 1990 on monthly scale to
HISTALP observations (Auer et al., 2007). The same
comparison is shown in Figure 4 on seasonal basis.
Regarding Austria, the RCM features seasonally and

81 82 83 84 85 86 87 88 89 90 99

81 82 83 84 85 86 87 88 89 90 99

81 82 83 84 85 86 87 88 89 90 99

Calibration

Validation

Figure 3. The ‘leave one out’ cross-validation scheme. Each of the
11 simulated years is post-processed once independently from the

remaining 10 years used for calibration.
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Figure 4. Mean seasonal differences of daily RCM precipitation sums compared to HISTALP observations. Continuous contours are positive;
dashed contours are negative. This figure is available in colour online at www.interscience.wiley.com/ijoc

regionally varying error characteristics with strong pre-
cipitation overestimation along the Alpine crest in win-
ter (DJF), an overall good performance in summer
(JJA), and underestimation at the southern Austrian
border in autumn (SON). Gobiet et al. (2006) argue
that, besides possible model deficiencies, the well-known
problematic precipitation measurement at high altitudes,
especially in DJF, may partly cause the pronounced
overestimation. Secondly, the reduced SON precipita-
tion in south-eastern parts of Austria is probably related
to an under-representation of northern Mediterranean
cyclones and a consequent lack of humidity. These find-
ings further motivate the selection of sub-regions 6 and
8 for evaluation as these regions cover the problematic
areas.

4.3. Characteristics of the applied DECMs

Referring to the MLR predictor selection, Table II shows
the most important seasonal predictors for the considered
study regions. All three regions indicate precipitation
(accrnon, accrcon, pre), humidity-related parameters at
surface (q2, pwat), as well as eastward (u) and northward
(v) wind at 10 m and 750 hPa, and surface vapour
pressure (e2) to be the dominant predictors for local
precipitation. The composition of the predictor set varies
seasonally with increased importance of the convective
precipitation (accrcon) and northward wind in summer
months, which reasonably corresponds to the regional
climate characteristics (see Section 2). The dominance of
RCM precipitation as predictor supports the assumption
that RCM precipitation integrates large parts of the
relevant information for local precipitation. Further, the

frequently claimed integration of humidity as predictor
(e.g. Giorgi and Mearns, 1991; Wilby and Wigley, 2000;
Fowler et al., 2007) is supported.

Similar to point-wise predictor selection for MLR,
Table III indicates that PCs of precipitation fields are
by far the most important ones for local precipitation
for conditional resampling approaches. Further relevant
predictors are pressure-related parameters at surface (es,
psfc, pslv), geopotential height at 500 hPa (zg), and
vertical velocity at 700 hPa (w).

Figure 5 illustrates the annual evolution of the wet-
day thresholds WT mod and the scaling factors S used
in LOCI. Both parameters feature distinct annual cycles,
which indicate frequency overestimation in winter and
intensity underestimation in summer in the RCM. WT mod

ranges from 1.5 mm/day to 5 mm/day, which differs from
the results of Schmidli et al. (2006), who found wet-
day thresholds around 1 mm/day for the same region
with LOCI, but applied to coarser ERA-40 reanalysis
and calibrated on the entire year. S varies around one
with a reversed pattern compared to WT mod and shows
comparable quantities to Schmidli et al. (2006). The
ranges of the magnitudes of S and WT mod indicate that,
besides for the summer season, the RCM precipitation
error is overall dominated by a frequency overestimation
error.

The seasonal correction functions of QM in Figure 6
show differences of all percentiles between observed and
modelled calibration ecdfs for all study regions. The
respective precipitation quantities are indicated on the
x-axes. Generally, and particularly in winter in sub-
region 6, the RCM overestimates wet-day precipitation
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Table II. Seasonal predictor variables for MLR approaches in sub-region 6, sub-region 8, and for entire Austria according to
their occurrence probability (Prob) given in percent after objective predictor selection..

DJF MAM

Sub-region 6 Sub-region 8 Entire Austria Sub-region 6 Sub-region 8 Entire Austria

Predictor Prob Predictor Prob Predictor Prob Predictor Prob Predictor Prob Predictor Prob

pre sfc 19.5 q2 2m 16.2 pre sfc 17.6 q2 2m 18.0 accrnon sfc 19.6 accrnon sfc 15.0
accrnon sfc 17.0 accrnon sfc 13.1 accrnon sfc 12.1 accrnon sfc 12.7 accrcon sfc 14.4 q2 2m 13.3
u700hPa 10.0 e2 2m 13.1 q2 2m 10.8 pre sfc 12.7 q2 2m 8.6 pre sfc 10.0
iclc sfc 8.2 pre sfc 12.9 v 700hPa 9.8 e2 2m 11.7 e2 2m 7.5 e2 2m 9.4
e2 2m 6.0 v 700hPa 12.8 e2 2m 8.9 u10 10m 10.0 zg 700hPa 6.1 accrcon sfc 6.6

JJA SON

Sub-region 6 Sub-region 8 Entire Austria Sub-region 6 Sub-region 8 Entire Austria

Predictor Prob Predictor Prob Predictor Prob Predictor Prob Predictor Prob Predictor Prob

pre sfc 14.5 v 700hPa 19.2 v 700hPa 17.4 pre sfc 20.7 q2 2m 23.0 accrnon sfc 16.6
v 700hPa 14.2 pre sfc 17.6 pre sfc 15.4 accrnon sfc 16.0 e2 2m 22.8 pre sfc 14.5
u 700hPa 10.7 accrcon sfc 12.0 accrcon sfc 7.7 q2 2m 11.0 accrnon sfc 16.7 q2 2m 13.0
accrnon sfc 10.2 iclc sfc 8.1 accrnon sfc 7.4 e2 2m 10.2 accrcon sfc 9.7 e2 2m 12.0
pwat sfc 8.5 u 700hPa 7.4 v 850hPa 6.3 v10 10m 7.2 pre sfc 9.3 accrcon sfc 8.6
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Figure 5. Annual cycles of wet-day threshold WT mod (a) and scaling
factor S (b) used for LOCI. Both parameters result from station-wise

calibration and are spatially averaged.

intensities, which leads to partly significant negative
correction values, especially at the highest precipitation
intensities (i.e. at the highest percentiles). By contrast,
particularly in summer in sub-region 8, significant posi-
tive correction values at the highest precipitation inten-
sities indicate a lack of extreme precipitation events

in the RCM data. The highest corrections are applied
to the highest percentiles and range from −12 mm/day
(in winter in sub-region 6) to +15 mm/day (in sum-
mer and autumn in sub-region 8). For entire Austria
the correction function is strongly damped, which illus-
trates the importance of point-wise application where
local error characteristics are taken into account instead
of a broad spatial average. Abrupt changes of the
correction function at highest modelled precipitation
amounts, as illustrated in winter, spring and summer
in sub-region 6, are more probably related to statis-
tical noise at these percentiles than to RCM error
characteristics.

4.4. DECM evaluation

For assessing the skill of the considered DECMs, their
performances are evaluated regarding the median, vari-
ability, and indicators for extremes. Boxplots in Figure 7
display the median seasonal and annual differences
between models and observations as lines in the middle
of 25th and 75th quantile boxes derived from daily dif-
ferences. Standardized Taylor diagrams (Figure 8; Tay-
lor, 2001) show the normalized centred root-mean-square
(RMS) difference of the different DECMs compared to
observations as the distance to point 1 on the abscissa,
the variance ratio between models and observations as
the radial distance to the zero point, and the correlation
between models and observations as the angle between
the abscissa and the position vector (i.e. a perfect model
would be displayed on point 1 of the abscissa). Error
diagrams in Figure 9 illustrate the performances of the
methods regarding precipitation intensity (SDII), wet-day
frequency (Freq), the 95th percentile of all modelled days
(Q95), and the 75th percentile on wet days (RQ75), where
the latter two represent moderately extreme conditions.
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Table III. As in Table II but with atmospheric predictor fields for the analogue methods. PC indicates the used principle
component.

DJF MAM

Sub-region 6 Sub-region 8 Entire Austria Sub-region 6 Sub-region 8 Entire Austria

Predictor Prob Predictor Prob Predictor Prob Predictor Prob Predictor Prob Predictor Prob

accrnon sfc 17.2 accrnon sfc 15.6 accrnon sfc 11.3 accrnon sfc 16.5 pre sfc 23 pre sfc D2 15.6
PC2 PC3 PC1 PC2 PC2 PC2
accrnon sfc 16.7 es 2m 14.7 pre sfc 10.6 accrcon sfc 16.2 accrnon sfc 17.1 accrnon sfc 14.1
PC1 PC2 PC1 PC1 PC2 PC2
W 700hPa 10.2 accrcon sfc 13.8 accrnon sfc 9.8 pre sfc 11.5 pre sfc 8.8 accrcon sfc 10.1
PC3 PC1 PC2 PC2 PC1 PC1
pre sfc 7.7 pre sfc 8.3 accrnon sfc 7.7 accrnon sfc 6.5 pre sfc 7.4 pre sfc 5.8
PC1 PC1 PC3 PC1 PC3 PC1
psfc sfc 6.7 zg 500hPa 6.1 pre sfc 6.0 iclc sfc 6.3
PC2 PC2 PC2 PC1

JJA SON

Sub-region 6 Sub-region 8 Entire Austria Sub-region 6 Sub-region 8 Entire Austria

Predictor Prob Predictor Prob Predictor Prob Predictor Prob Predictor Prob Predictor Prob

accrnon sfc 18.0 pre sfc 18.9 pre sfc 13.0 accrnon sfc 22.5 accrcon sfc 20.9 accrnon sfc 22.1
PC1 PC2 PC1 PC3 PC3 PC3
zg 500hPa 10.7 w 700hPa 12.9 pre sfc 12.1 accrcon sfc 22 accrnon sfc 18.5 accrcon sfc 14.6
PC2 PC3 PC2 PC1 PC3 PC1
w 700hPa 10.5 accrcon sfc 11.9 accrnon sfc 10.8 pre sfc 15.5 accrcon sfc 15.5 accrcon sfc 9.4
PC3 PC1 PC1 PC2 PC1 PC3
pre sfc 8.0 pre sfc 11.5 accrcon sfc 6.0 pre sfc 7.5 pre sfc 7.6
PC1 PC1 PC1 PC1 PC2
Pslv slv 5.2 accrnon sfc 7.9 w 700hPa 5.9 pre sfc 6.6 pre sfc 7.0
PC3 PC1 PC3 PC2 PC1

The results in Figure 9 are colour-coded; lighter colours
indicate smaller errors. Finally, a quantile-quantile plot in
Figure 10 compares the 11-year seasonally and annually
modelled to the observed distributions using all station
time series within the respective region. This enables
the analysis of the DECMs’ performances for abso-
lute extreme conditions. In the case of linear regression
models, also negative precipitation values are produced.
Though unphysical, we did not replace these negative
values by zeros in order to avoid the introduction of
biases or the reduction of variability in the evaluation
statistics.

In Figure 7 the leftmost bars display the regional
average RCM error characteristics. They indicate the
largest error ranges in sub-region 6, as expected. The
error range shows a high seasonality, which is related
to overestimated temporal variability, shown in Figure 8.
The results from Figures 5 and 6, showing that higher
modelled precipitation sums are positively biased, can
be identified by the positive skewness of the difference
bars.

In comparison, all DECMs except MLR virtually cor-
rect the median error of daily precipitation to zero,
independent of season and region. QM systematically
yields the best results followed by LOCI, AM and

NNAM. MLR partly even degrades error characteristics,
which is probably related to nonlinear relations between
predictors and local daily precipitation as well as to
non-normally distributed and heteroscedastic residuals
(compare Wilks, 1995). However, with the simple exten-
sion of MLR to MLRR this deficiency can be removed
due to the incorporation of error residuals (Equation (2)).
MLRT corrects the median difference to nearly zero, but
shifts the error distribution to negative values, whereas
all other statistical approaches show nearly equally dis-
tributed differences around the median. Though only
two sub-regions are presented here in detail, all DECMs
show similar performances in all sub-regions shown in
Figure 2.

The effect of DECMs on variability is displayed in
Figure 8. In general, the RCM tends to overestimate day-
to-day variability, but also shows pronounced underesti-
mation in sub-region 8. These deficiencies are removed
by most DECMs. Major problems remain for MLR which
strongly underestimates variability and MLRT which
shows non-systematic errors in variability with the ten-
dency to underestimation. However, by adding error
residuals (MLRR) the variability is modelled adequately.
Minor problems are shown for LOCI, where especially
for entire Austria a tendency to variability overestimation
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Figure 6. Seasonal correction functions derived from differences of all percentiles between observed and modelled ecdfs in sub-region 6 (upper
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Figure 8. Seasonal and annual Taylor diagrams comparing the uncorrected RCM and the considered DECMs with observations in
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Figure 9. Seasonal and annual error portraits comparing the uncorrected RCM and the considered DECMs with observations. For each method
and season, the results are given for entire Austria in the upper part, for sub-region 6 (left) and sub-region 8 (right) in the lower part of the
respective box. SDII: precipitation intensity; FREQ: wet-day frequency; Q95: 95th percentile on all days; RQ75: 75th percentile only on wet
days. The skill scores are obtained equally as described in Figure 7. This figure is available in colour online at www.interscience.wiley.com/ijoc
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Figure 10. Seasonal and annual quantile-quantile (QQ) plots comparing the uncorrected RCM and the considered DECMs with observations.
The QQ plots take into account the respective 11 years’ seasonal or annual data of each individual station within the considered region. If the
continuous curves equal the dashed line, the modelled data have the same distribution as the observed data. The limit of 50 mm/day at least

represents the 99th percentile in the observed data.

is indicated. Additionally, LOCI was more sensitive to a
reduced window size than QM concerning the variance
ratio (not shown). None of the DECMs is able to increase
correlation. This is expected for direct DECMs as they
solely rely on temporal characteristics of climate model
precipitation. AM, NNAM and MLRR even degrade cor-
relation. In the case of MLRR this is caused by the
random resampling of residuals, whereas concerning the
conditional resampling methods this might be an indica-
tion that the mesoscale fields, used as predictors, do not
fully explain local precipitation. Furthermore, with the
exception of MLR, DECMs show no systematic reduc-
tions of the RMS, but even sometimes enlarge it. How-
ever, an increasing RMS does not indicate a worse model
skill, as at low correlation levels an underestimated vari-
ance ratio lowers the RMS (compare MLR in Figure 8).
In summary, most DECMs drastically reduce seasonal
precipitation biases, some strongly improve the temporal
variability, but many improve temporal correlation on a
daily basis. However, since this study focusses on climate
applications, the improvement of temporal correlation is
not the objective.

Figure 9 depicts several further performance indices:
the uncorrected RCM overestimates wet-day frequency
(Freq), as already demonstrated. Daily precipitation

intensity (SDII), in contrast, shows regional variations,
but the tendency to be underestimated by the RCM.
These RCM Freq and SDII behaviour are character-
istic of the ‘drizzle’ problem in climate models (e.g.
Gutowski et al., 2003; Fowler and Kilsby, 2007). LOCI
and QM correct these errors to virtually zero. Resam-
pling approaches, particularly NNAM, show significant
skill, but slight systematic underestimation of the anal-
ysed indicators. Although MLRR improves MLR, both
regression approaches fail in reproducing intensity and
frequency, with drastic intensity underestimation (up to
−4.6 mm per wet day) and overestimation of frequency
(up to about 12 days per month). MLRT shows similar
results for intensity, but underestimation of frequency.

Towards extreme precipitation (Q95, RQ75), the
uncorrected RCM shows an inhomogeneous picture
with overestimation in sub-region 6 and underestima-
tion in sub-region 8. Only in summer all regions
agree in underestimation of higher precipitation amounts.
QM and LOCI but also AM as well as NNAM
systematically reduce RCM error characteristics in these
moderately extreme precipitation indices, which is also
demonstrated by the quantile-quantile plots in Figure 10.
MLR and MLRT underestimate Q95 and RQ75 signifi-
cantly, demonstrating their deficiencies in estimating the
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daily precipitation’s distribution. MLRR captures Q95
surprisingly well, whereas RQ75 is heavily biased. This
is related to MLRR resampling, which correctly broad-
ens the entire distribution as seen in Figure 10, but does
not correct the general MLR problem of estimating the
right wet-day probability. The latter fact is confirmed by
the underestimation of RQ75. The problematic charac-
teristics of MLRT become obvious in Figure 10, which
shows a significant curvature in the quantile-quantile rela-
tion. Figure 10 also confirms the superior performance
of LOCI, AM, NNAM and particularly QM for higher
quantiles. However, minor deficiencies still remain; e.g.
in winter in sub-region 8, LOCI significantly overes-
timates heavy precipitation events greater or equal to
30 mm/day. This is caused by scaling factors which ade-
quately correct for the mean, but fail to correct these
extremer precipitation intensities in the RCM where the
error characteristics change from under- to overestimation
(compare Figure 10 upper leftmost panel).

5. Summary and conclusions

State-of-the-art RCMs feature significant errors and
are therefore often not directly applicable to climate
change impact research. This calls on the one hand
for further RCM development and improvement, and
on the other hand for the more pragmatic approach of
empirical-statistical post-processing and correcting error
in RCM results to create user-tailored datasets for climate
change impact research.

This study evaluated and compared seven different
empirical-statistical DECMs for daily precipitation sums
from an RCM on the station scale. For this purpose,
a cross-validation framework was used, where each
evaluated year was post-processed independently from
the calibration period.

Most DECMs show enormous potential for reducing
RCM error characteristics, which underlines the advan-
tages of combining RCMs and DECMs in climate change
impact research. None of the DECMs is able to improve
the modelled temporal correlation with observations, but
this is of minor importance for climatological stud-
ies. Direct DECMs (QM, LOCI) and nonlinear indi-
rect resampling methods (AM, NNAM) virtually remove
RCM deficiencies in the entire precipitation distribution,
i.e. they correct for mean, day-to-day variability, and
extremes. The improvements are obtained regardless of
season and region. This indicates the transferability of
the presented DECMs from the Alpine area in this study
to other regions and climates.

QM, LOCI, AM and NNAM result in nearly simi-
lar skills with slight advantages for QM. QM is also
favourable due to its simplicity, nonparametric config-
uration, and consequent applicability to other parame-
ters than daily precipitation. However, instabilities at the
highest quantiles of the correction function and the pos-
sible extrapolation of the correction function beyond the
range of observed values should be further investigated

to optimize the applicability of QM to future climate sce-
narios, particularly with regard to the analysis of trends in
extremes. LOCI is of comparable simplicity to QM, also
independent of distribution, but features some instabilities
in the estimation of temporal variability. Furthermore, as
the LOCI scaling factors are calibrated on climatologi-
cal mean values, LOCI does not adequately correct data
which feature significantly curved, intensity-dependent
error characteristics. The dominance of direct DECMs,
which only build on model precipitation as predictor, is
not surprising as the predictor selection for the indirect
DECMs yielded RCM precipitation to be of major rel-
evance for local precipitation. The resampling methods’
performances are comparable to QM as well, though they
tend to underestimate the highest quantiles as LOCI and
slightly degrade temporal correlation. The linear MLR
techniques, although optimized by randomization, power
law transformation, and objective predictor selection, are
defective in estimating non-normally distributed daily
precipitation and thus cannot be recommended for RCM
precipitation error correction. However, nonlinear regres-
sion techniques as the support vector regression approach
(e.g. Hsieh, 2009) might be worth exploring.

The discussed improvements of DECMs are, in a strict
sense, only valid for the MM5 mesoscale climate model
used in this study and cannot directly be transferred
to other RCMs. However, further works by Piani et al.
(2009) or Dobler and Ahrens (2008) and our own experi-
ence give confidence in the robustness especially of direct
DECMs applied to any RCM, if the general assumption
of stationary error-characteristics is not violated.

Considering the application of the presented methods
to climate scenarios, it has to be emphasized that this
study does not take into account the effect of decadal
climate variability on model error characteristics. Thus,
the robustness of DECMs applied to long-term RCM
simulations remains to be demonstrated in further inves-
tigations. Nevertheless, DECMs should be separated into
two classes if applied to climate change assessment stud-
ies: firstly, methods that base their calibration on pairs of
observed and modelled values are only applicable where
the calibration-simulation is correlated with weather. This
applies, e.g., to an RCM simulation driven by reanalysis
boundary conditions. Such application would correct for
the RCM error (assuming perfect boundary conditions),
but if used for a future scenario which is driven by a
GCM, not correct the GCM error. Secondly, ‘climatolog-
ical’ methods that base their calibration on climatologies
only, like QM and LOCI, do not require calibration-
simulations that are correlated to actual weather. They
can be, e.g., calibrated on RCM simulations driven by a
GCM control run and would, if applied to future scenario
simulations, correct for the combined GCM-RCM error,
which is a clear advantage in climate applications.
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